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« Motivation: Chiplets, ODSA
* Overview: Community, charter

* Review: Significant results, 2020 plans

* How to participate, call to action

What this is not - a technical deep dive.
Pointers to detail through the talk



Chiplets: More Attention

pescuLgs |0 - The Next Advanced Packages
Chiplet Uptake Creates Demand for 752 (v 2 ]

Shares
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for better performance, more flexibility — and for

TORONTO — Chiplets are a great exanipie o1 a solition wnat s veen around for a while but is quickly Packaglng houses are re: . ackages,
finding more problems to solve. paving the way toward new and innovative system-level chip designs.

With Moore’s Law now 55 years old and pace of semiconductor manufacturing advancement decelerating,

chiplets offer an approach to semiconductor design and integration that hold the promise of speeding up These packages include new versions of 2.5D/3D technologies, chiplets, fan-out

things up again. Recent research released by Omdia forecasts the global market for processor micrachips

that use chiplets in their manufacturing process to hit $5.8 billion in 2024, a significant jump from $645 i

million in 2018. variations. For example, vendors are develc 3 wayS Chiplets Are Remaking
AMD says chiplet design can cut costs by more than half and panels. One is combining fan-o Processors

and even wafer-scale packaging. A given package type may include several

AMD has consistently beaten Intel in cost-per-core, but did AMD ) :
AMD and Intel are leaning on chiplets to boost

performance; CEA-Leti shows just how far the
approach can go

IEEE Spectrum
04/29/20

really need to pursue a chiplet design to make Zen 2 so affordable?
New slides from a recent talk at ISSCC show exactly how much the

company saved with this approach, and the results are very

Notebookcheck.net
02/28/20

impressive.

Jonathan Hayhurst, 02/28/2020

Since the launch of its

't design is at its most
consistently undercut Intel from a dollars-per-core extreme in AMD's G4-core EPYC

perspective. AMD's value oriented approach can be CPUs (Image source: Wired)
attributed to many factors, but none of them are more

relevant than the novel "chiplet” design AMD uses in manufacturing their latest Zen 2

chips. The idea is to take several smaller dies manufactured on different processes, and

put them together on one package to improve yields and thereby reduce costs. But

reduce them by how much? Well by more than half in some cases.




lower Scaling,

igher Costs

Using ‘'more than Moore' technologies can significantly cut the cost of an ASIC
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Original data up to the year 2010 collected and plotted by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Batten
New plot and data collected for 2010-2017 by K. Rupp data source: https://goo.gl/bb6wzwW

Using mature technologies cuts the mask set costs significantly: 2018 vs cost when each

@ Maiate ) ncevsopmen

technology was introduced

CMOS-dedicated production mask set cost - USD (millions)

3

28nm 40nm 55/65nm 90nm 0.13pm 0.18pum
Process

M Costwhen introduced [l Costin 2018

The economics of ASICs: At What Point Does a Custom SoC Become
Viable?: Electronic Design, 7/15/19



Domain-Specific 1

Unified Buffer Matrix Multiply Unit
o Ty for Local MAC)

Augment general-purpose CPUs —

Figure 1. TPU Block Diagram. The main computation partis the  Figure 2. Floor Plan of TPU die. The shading follows Figure 1.
yellow Matrix Multiply unit in the upper right hand corner. Its inputs The light (blue) data buffers are 37% of the die, the light (yellow)

P ro g raimm ab | es | | | con Wl t h a d ata p at h are the blue Weight FIFO and the blue Unified Buffer (UB) and its  compute is 30%, the medium (green) /O is 10%, and the dark

output is the blue Accumulators (Acc). The yellow Activation Unit  (red) control is just 2%. Control is much larger (and much more

Optimized for a Compute-intenSive application performs the nonlinear functions on the Acc, which go to the UB.  difficult to design) in a CPU or GPU

Neural-net training, inferencing, video, Mount Shasta video Glacier Point v2 Yosemite va
R transcode module
encryption, crypto....
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engineering/accelerating-infrastructure/
https://cloud.google.com/blog/products/gcp/q
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Compute Express Link™: The Breakthrough CPU-to-Device lntercpnnecl

https://www.computeexpresslink.org/ C}(L@mpm


https://engineering.fb.com/data-center-engineering/accelerating-infrastructure/
https://cloud.google.com/blog/products/gcp/google-supercharges-machine-learning-tasks-with-custom-chip
https://www.computeexpresslink.org/

Gordon Moore’s “Other”
Observation

“It may prove to be more economical to build large systems
out of smaller functions, which are separately packaged and
interconnected.”

Electronics, volume 38, number 8, April 19, 1965

1970’ s 1980’ s 1990's 2000’s 2020’ s

|
=
J

Transistor Level Gate Level RT Level IP Core Lev.el‘ Chiplets?

Dharmesh Jani, Facebook —
— ODSA Workshop, Regional Summit, Amsterdam, Sep. 2019



Chiplet-Based Products

PROVEN IN EXISTING BUSNESSMODH_S
CHPLET VSMONOLITHCS

Heterogeneous integration: modular
design integrating die from multiple
process nodes.

Reduce design, manufacturing cost,
preserve near-monolithic performance
(ODSA white paper)

Need an energy-efficient PHY and
logical die-to-die interface

Today: Proprietary D2D interfaces, _
single-vendor multi-chiplet products From Kevin Drucker, Facebook [L.SulEDM 17

Talk at Broadcom




Market Forecast by Omdia
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Chiplet market expected to grow to
~$6B by 2024 and to double by 2030

“Hyperscalers, cloud and
communications service providers all
have incentives to see the computing
and data storage market become more
resistant to the eminently increasing
expense associated with the end of
Moore’s Law.”

Aggregate Processor Market
built with Chiplets $(M)

“Compute & Storage Space dominates
early growth. There is already significant m Computing & Data Storage = Wired Communications
chiplet technologies developed as

proprietary solutions.” m Wireless Communications m Consumer Electronics
" M Industrial Electronics m Automotive Electronics
Sam Fuller, NXP — Source: IHS Markit © 2019 IHS Markit

ODSA Workshop, Facebook, Dec.. 2019




ODSA: Accelerators and Chiplets

Domain-specific architectures (DSAs) Chiplet: Die designed to be used with
to accelerate targeted compute- other die in a package, usually with
intensive workloads. proprietary interfaces.
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Modern Computation

Graphics Computat_io . . | 1%
Standard Computation Stanzzrcé ggmlljttzttllg DSAS bUIIt USIng we N (x y Signaling (8x8 OMI)
Early Compute Era Standard Computatiol ChlpIEtS Wlth Open
Al/ML/data workload explosion needs DSAs . ; :
Standard D2D IBM Power 9: potential modularity

Dharmesh Jani, Facebook — . Jeff Stuechli, Josh Friedrich, IBM —
ODSA Workshop, Regional Summit, Amsterdam, Sep. 2019 . [ nte rfaceS ODSA Workshop, IBM, San Jose, Sep. 2019



ODSA Charter

Open D2D

Interface
Reduce barrier to
interoperation

Reference == s ‘
Designs _ :
Starting point for
new designs &
Chiplet

Reference Marketplace

LSl Integrate best-in-class
Reusable, open

practices chiplets from multiple OCP modular

form factors

Level Design
Partner

vendors through open

ODSA Activities - interfaces



Attendance and/or

Attendees and Participants: ‘s copoe

endorsement
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A growing community




Attendance and/or

ODSA Workstreams P o

endorsement

Each group meets weekly, details at https://www.opencompute.org/wiki/Server/ODSA

PHY Layer Robert Wang

Bunch of Wires Mark Kuemerle %
CDX Jawad Nasrullah |2Glue |
Business Sam Fuller } {
PoC hardware JP Balachandran 'é:|||s'cl:!:'>'
PoC software Kevin Drucker facebook
Link layer Open

OpenHBI Kenneth Ma £ XILINX
End user Dharmesh Jani  ¢,cebook

B £ XILINX synnPsys PCle PIPE adapter
£xUNX SYNOPSYS wessr (GO gle ??j—.—? Low cost D2D PHY
T 7 SjFive
AN HE LV Ayarlabs catence SYNOPSYS Chiplet design exchange
facebook A Wicrsoft paure pv AyarlLabs Chlplet WOTkﬂOWP
facebook Achronix o Lottice |\ PoC board design
SOMI|EC  macom. | nemronove | zGlue | Application/Infra software
oxunx NI (inteD Viermmuco | M. ODSA Stack
cidence E;_?::: avrevsisir SYNOPSYS' @ High perf D2D PHY
Go 8[@ Ao | (B End user input to the ODSA

Sub-project lead: Bapi Vinnakota €2 BROADCOM'


https://www.opencompute.org/wiki/Server/ODSA

ODSA Progre

Workshop

Announcement

@

Open D2D
Interface

Reference
Designs

Reference
Workflows

SS

details at https://www.opencompute.org/wiki/Server/ODSA

I ) E+d i oer e
, [ T SUMMIT
L_/ oren facebook e
- 0OCP i
95— Oosermons i
DiPort m BoW update
workstream
PHY - OHBI
workstream e workstream é’m sﬁ"%
LINK BowW ‘ %DES‘GN SEMICON'
White paper workstream workstream r.‘ AUTOMATION -
FROM CHIPS TO SYSTENS - LEARN TODAY, CREATE TONIRON
PoC PoC SW End User
workstream workstream o workstream
PoC design .
b ¢ NIC3.0 INTERPACK
adapter —
BIZ
workstream

1H,

2019

Market survey

2H, 2019

1H, 2020

PoC pchiplets, mara

2H, 2020



https://www.opencompute.org/wiki/Server/ODSA
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Standarltéliied m(}clherboard

interfaces enable the PC

Package Level
Integration

Standardized chiplet interfaces
enable a package-level integration

Disaggregation

D Interface: Use Cases

SOC

Tl

Standardized SOC interfaces
(AMBA/AXI) enable foundry

ecosystem ecosystem ecosystem
From Board to Package To Package from SOC
Benefits Smaller form factor Benefits IP portability/suitability
Higher bandwidth, lower latency Potential lower NRE cost & TTM
Power efficiency Address reticle size limits, yield
Challenges Business models Challenges Form factor, bandwidth, latency,

Known good die,

. R. Nagisetty, Intel — ODSA Workshop, Intel, June 2019
Thermal limits

J. Friedrich, IBM — OSA Workshop, Sep 2019
R. Cheema, Socionext — ODSA weekly meeting, July 2020

Silicon area/power overhead
Manufacturing cost

\2)




D2D interface: Packaging Options

“ Flip Chip MCM FanOut/RDL 2.5D TSV

Substrate
interconnect

Low/med density
D2D

> 15um line/space
> 125um bump pitch

> 50um comp spacing

Bare/packaged parts
Chip last process

N Increasing Bandwidth & Cost —

Substrate
interconnect

Low/med density
D2D

> 10um line/space

> 125um bump pitch
> 50um D2D spacing
Chip last process

RDL interconnect

Med/high density
D2D

> 1um line/space

> 40um bump pitch
100um D2D spacing
Chip first/last

FC to organic subs.
No TSV — lower loss

S FEelco Bergman—

ODSA weekly meeting, March 27, 2020

Si interconnect

High density D2D

< 0.5um line/space
> 40um bump pitch
High bandwidth

> 50um D2D spacing
Chip first/last
Power limitation

Development
Si interconnect
High density D2D
Foundry line/space
< 40um bump pitch
High bandwidth
Shortest interconnect
FC or hybrid bond
Custom die designs

E Group. All rights reserved.




Open D2D Interface Requwements
/package , ~

Chiplet 1 Chlplet 2
- Interface D2D 3 D2D Interface - PCI/CXL
< On-die bus logic PHY PHY logic On-die bus Controller Off-package PCle

Optional interposer/

— T bridge 7 /

PHY: Enable heterogeneous integration
* Low power PHY — 0.5 pJ/bit
« Usable across packaging technologies, process nodes

\

Logic: Underlay for transaction protocols for two use cases
* PCle, CXL, CCIX to shrink a board to a package.
« AXI, CHI, Proprietary, TileLink buses to disaggregate a design

G. Taylor et al —High Capacity On-Package Physical Link
Considerations, Hot Interconnect, 2019



O D SA St E i C k . K. Drucker et al — ODSA, Hot Interconnect, 2020
| |

Use
Case

I
Transport = =y =y | PCle CXL CCIX AXI Tile
Protocol Sl 2 x 2 I _xn Xn Xn DiPort cHil Link FIFO
g g _g | [N D D D D DN D DN D D D D S B B e
= = = 1 New LDIF for transport protocol aggregation
Switching al I Optional Mu
Protocol Re-use o] I : o
existing IP 1 Protocol- 1 ss chiplet switching
for chiplets : integrated |
. i TXN/Link Open Link I Open Link
Link Layer i Layers Layer 1 Layer
Protocol i I Intra-
i Optional Mux : Chiplet
PHY  PIPE Interface LPIF Interface | LPIF Interface I LPIF Interface Buses
Interface I E—— I ] I
PHY PHY-specific PHY-specific : PHY-specific : PHY-specific
Adapter PIPE Adapter LPIF adapter | LPIF adapter I LPIF adapter

Yt arTrTrTrrrrr{aQrarar rrrrrrrrrrrrr s r e e e L

PHY SerDes
Technology PCle XSR, USR,.. Open HBI AlB
Packaging

Std. interface, ODSA-supported

1
Block/layer Standard New ODSA PHY, ODSA adapter for
separator New ODSA-defined Protocolor IP protocol interface/protocol

Il I S B I S B S B B R




Bunch of Wires PHY

Open D2D PHY:

« Simple clock-forward base parallel PHY —
4-8 Gbps/wire, <5 ns latency, 0.75V

« Supports process nodes from 3nm to
65nm to enable heterogeneous designs.

Only PHY to offer a graceful cost-performance trade-off

Simple design Base clock Simple

Simple package  forward parallel  organic C-4 <5 [P 25 T

More design Destination Simple N .

Simple package  terminated organic C-4 G [pl el L i Ll
Simple design Base clock WLFO/ < 0.5 pJibit 1.8 Thps/mm
More package forward parallel  interposer

- R. Farjadrad et al -Bunch of Wires, IEEE Micro, 2020

Datarate (Guideline)

~16/32Gbps

e,
in,
3,
Pea

~8/16Gbps

"’Irs,h. ‘ ~4/8Gbps

Increased IP Complexity
Increased IP Area (limiting min pitch)
Bidi mode adds more complexity for greater datarates

Rty

Denser package
technology More coarse packaging
i

l
Trace Length

Bump Map A

@@@@@@@@@
@@@@@@@@@:

00 00 00 00

Bump Map B

b@@@@@@@@'
' 000000600 0

Base unit: 16-bit slice
~4xPCle Gen 4 lanes



2020: ODSA PHY/Logic
D2D Interface

D| DOrt

| _PIPE_|JLPIF
BoW

Port the most common system
(PCle/CXL) and SoC (AXI)
transaction to chiplets.

« PCle/CXL over BoW
through standard
PIPE interface

« AXl over BoW with DiPort
contributed by NXP

K. Drucker et al — ODSA, Hot Interconnect, 2020

(stack option 1 — board to package

I

PIPE Adapter

On-die bus

PCI/CXL

Controller

package

Chiplet 1 Chiplet 2

PCle 1-6

line rates PCI/CXL

Controller

I

On-die bus

PCle over
BoW

PIPE Adapter

\

ODSA protocols Standard protocols

(stack option 2 — disaggregate a die

AXI bus

y A

DiPort
Controller

package

Chiplet 1 Chiplet 2

DiPort

Controller Lol




Multichiplet Design Workflow:
Proposed Chiplet Power Description

Power Descriptions (PDx)
C1 (Chiplet1) PD

-Meta Data I[EEE Format

-Mode List Arch Input: ‘

'EC Tabll‘? : Power Scenarios/

-Ta(l:))Ir(reT;a el Power Vectors +

RTL/SPICE/IBIS — UPM Converter » Power Solvers EDA
- . C1(PDx)+...+C7(PDx) e.g. PowerMetel e.g. PovxerMeter

+Top Level SPICE netlist |

C5
C4
c7 +Top Level RTL netlist Thrace Systems
* In the long-run UPM can be retrofitted to model chiplet power.
« UPM Library of Chiplets is not available today.
« A data sheet level power description format can pave the w

for UPM adoption in chiplet applications.

. Coll : p : Jawad Nasrullah zGlue, David Ratchlov Thrace — 0
Consume. Collaborate. Contribute. ODSA weekly meeting, May 8, 2020



Multichiplet Test Workflow: Data Exchange

Optical Inspection “RT A/O” standsfor “Real-Time Analysis &
* Improve feedback loops for Fab Tool data Oikim st ek inchiclas Inisk, F e
. . Etest/inline data forward and Feed-back categories.”
diagnosis and low Cost of Test WAC resuits

“PTAD” stands for
“Post-Test Analysis
& Dispositioning”

e Tests could be moved in the flow. \7

* Enable database across chiplet
vendors and product developers.

* Enable vendors to respond to
.r. . . Assembly
specific yield requirements Operations

5

PTAD

(includes any level of E = @
. . . . build or assembl, acto
* preserving business-confidential cperaton) s @ ?
Card/ S\ »stem Test

information
PTAD
,Fu:mry
?7 DB l

% Databases & Automated

Data Analysis
: gzt;iditzata (“Databases”may include
E Busiﬁ S multiple databases throughout 2
o Customer spec the supply chain) “M (j:>| Field Operation |

_‘ ‘
Part Flow
Marc Hutner et al. — . . . . .
‘SI e IEEE Heterogeneous Integration Roadmap, https://eps.ieee.org/images/files/HIR_2019/HIR1_ch17_test.pdf



https://eps.ieee.org/images/files/HIR_2019/HIR1_ch17_test.pdf

ODSA Workflow PoC Kit

PWR Connector
- — = ——— —— ) N\
. ‘ | | M2FPGAor SSDill I ] | M.2 FPGA or SSD il [l || : —
@ o1 T S, P E.-] SEMICONDUCTORS 8] I S ,‘-l ety 1 ‘y - 1

=

(@

QSFP 2x 4

16x Arm Cortex-A72
CPU, up to 2.2GHz

2 x 100G Multi-Host Secure control
OCP NIC 3.0 & management

2X2 GSFP

ccad / J s ~J\ BROADCOM I A
' Push Button SW =R ile" Pchiplet A Pchiplet B

For HW_RST_n aElo

Pchiplet C

oo

=1 [ ——
=} =

oo @
IIIIIlIII|IIIIIHIIIHHI!IIHIHIHHIIHUHHH\HHH [TLLCEETEECEERT SUPERMICR. Bill Car_ter, ;
Host PCle Link OCP Virtual Summit, May 2020, Keynote

Design your own Pchiplet, develop an application




POC Road m a[ Chips to Chiplets

Workflow PoC:
Now

Current ODSA
activities

- o - ROadmap

Open Workflow

Packaging PoC

PCle
Security
Mgmt. I
Control

Workflow PoC

Infrastructure,

DSA Software
Q4, 2020

D2D optimized
Chiplets Workflow

r D2D test chips |
2021

Diport

[ PIPE |

LPIF

|
I

| —
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For More Information

ODSA Wiki: All workshops, minutes of weekly calls, workstreams (open access) — talks on business model, co-packaged optics, design,
packaging, memory chiplets, power modeling, XSR...

Specification proposals:

In-flight

Bunch of Wires GitHub repo (open access)
PIPE adapter (PCle over D2D), DiPort (AXI over D2D) (open, but need to request access)
ODSA PoC Demo (open access), ODSA PoC Implementation Specification (open, but need to request access)

LPIF, LPIF’ proposal
ODSA PoC SW
Open HBI specification (needs CLA)

Technical Papers/Talks

ODSA white paper , ODSA Wiki

R. Farjadrad, M. Kuemerle, B. Vinnakota, “A Bunch-of-Wires (BoW) Interface for Interchiplet Communication”, IEEE Micro, 2020
G. Taylor, R. Farjadrad, B. Vinnakota, “High Capacity On-Package Physical Link Considerations”, Hot Interconnects, Aug. 2019
D. Jani, “Musings on Domain Specific Accelerators, Open Compute Project and Cambrian Explosion”, LinkedIn

M. Hutner, at al “Test Challenges in a Chiplet Marketplace”, VLS| Test Symposium, Apr. 2020

B. Vinnakota, “The Open Domain-Specific Architecture: An Introduction”, Design Automation Conference, July. 2020

S.Ardalan et al, “Bunch of Wires PHY: An Open D2D Interface”, Hot Interconnect 2020

K. Drucker et al, “The Open Domain-Specific Architecture”, Hot Interconnect 2020

S. Ardalan et al, “BoW Interface: Interchiplet Link Testing and Loopback”, 7! Int. Work. on 3D and Chiplet Test, Nov 2020



https://www.opencompute.org/wiki/Server/ODSA
https://github.com/opencomputeproject/ODSA-BoW
https://docs.google.com/document/d/1aZ_YD_ijEcwttDrUz-baTv5oGgnx_S1J3fqvqT9ApZA/edit?usp=sharing
https://drive.google.com/drive/folders/1lRws1FhPeAkwXa3woVkohZv1z3dK6HI1?usp=sharing
https://youtu.be/Xprx_pFUZt8?t=1276
https://docs.google.com/document/d/1MPi7l-DOMns_m2hvLOjShm3HUU60fTBtPEOgHfGEBUs/edit?usp=sharing
http://files.opencompute.org/oc/public.php?service=files&t=f6fc4e065460a3014418fc2dfd9d677a&download

ODSA at the OCP Tech Summit

General

Open D2D interface

Reference designs

Reference workflows

Company talks

ODSA Status Update

End user panel

The Bunch of Wires 1.0 release
The ODSA Pipe Adapter

An Open Chiplet Link Layer
Open HBI introduction

D2D PHY Panel

D2D PHY Comparison

Bunch of Wires Test Chip

NXP PoC Pchiplet

Lattice PoC Pchiplet

ODSA PoC update

Chiplet Design Exchange update
Packaging for chiplets

Chiplet optics

Chiplet packaging

Bapi Vinnakota

D. Jani, D. Xu, R. Mittal, M. Chowdhry
Ken Poulton

Michael Spear

Arthur Marris

Kenneth Ma

M. Kuemerle, U. Sjostrém, A. He, V. Kugel
Bapi Vinnakota, Shahab Ardalan
Suresh Subramanian

Sam Fuller

Marshall Goldberg

Jayaprakash Balachandran

Jawad Nasrullah

Agarwal, Heung, Kelly, Chen, Tzou
Shahab Ardalan

Eelco Bergman

Broadcom

Facebook, Alibaba, Google, Microsoft

Keysight

IBM

Cadence

Xilinx

Marvell, Ericsson, Google, Juniper
Broadcom, Ayar

Apex

NXP

Lattice

Cisco

zGlue

Facebook, JCET, Amkor, ASE, TSMC

Ayar Labs
ASE



Please Help, Join Us!

« Join a work stream, each meets weekly

« Help with the PoC, software, use case dev, Q4 demo
* Review, help complete documents in flight

« Need packaging and test definition and work streams
« Make chiplets with, IP for, the open ODSA stack
 https://lwww.opencompute.org/wiki/Server/ODSA
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